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Abstract. Monocular depth estimation is a critical task in computer
vision, and self-supervised deep learning methods have achieved remark-
able results in recent years. However, these models often struggle on
camera generalization, i.e. at sequences captured by unseen cameras.
To address this challenge, we present a new public custom dataset cre-
ated using the CARLA simulator (4), consisting of three video sequences
recorded by five different cameras with varying focal distances. This
dataset has been created due to the absence of public datasets contain-
ing identical sequences captured by different cameras. Additionally, it
is proposed in this paper the use of adversarial training to improve the
models’ robustness to intrinsic camera parameter changes, enabling ac-
curate depth estimation regardless of the recording camera. The results
of our proposed architecture are compared with a baseline model, hence
being evaluated the effectiveness of adversarial training and demonstrat-
ing its potential benefits both on our synthetic dataset and on the KITTI
benchmark (8) as the reference dataset to evaluate depth estimation.

Keywords: Monocular Depth Estimation · Computer Vision · Self-
Supervised Learning · Camera Generalization · Custom Synthetic Dataset
· Adversarial Training.

1 Introduction
Monocular depth estimation is the process in which a depth map is obtained from
an RGB image. This is a fundamental task in computer vision, in particular for
autonomous driving (9), computational medicine (14) and many others (1; 21).

Traditional methods typically use multi-view techniques through epipolar
geometry or feature matching to perform depth estimation. However, these ap-
proaches have a major limitation in that they assume that the objects in the
scene are rigid (10; 32), which does not take into account deformable objects.
Moreover, these methods cannot recover dense depth maps.

Deep learning (DL) is considered as a solution to overcome these limitations.
Nevertheless, it requires training on very large datasets. To address this, self-
supervised DL can be used to generate a supervisory signal from unlabeled data
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by exploiting the underlying structure on it through image reconstruction (9).
In addition, these models can be trained solely with monocular RGB sequences.

Self-supervised DL models for monocular depth estimation consist on per-
forming feature extraction from a target frame and nearby ones. Then, a depth
map from the target frame is predicted, as well as the relative pose changes from
each pair of consecutive frames. Using this information, a reconstruction of the
target frame is generated and used as the supervisory signal.

Even though these models show good performance on predicting depth maps
from unlabeled data, they also show dependency to the intrinsic camera cali-
bration parameters used during training, leading to a degradation of the results
when applied to sequences recorded with different cameras (23; 10).

To help overcome this limitation, we propose a method to increase the gen-
eralisation ability of the models to different cameras. We predict the camera
that has captured each frame and we include it in the system in an adversarial
manner, as we can see in Figure 1. By doing this, we achieve a feature extraction
process that encourages invariance to changes in the camera intrinsic parameters.
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Fig. 1: Overview of self-supervised monocular depth estimation and the inclusion of
adversarial training as our proposal. First, feature extraction is performed for a target
frame and nearby ones (Image Encoder). Second, the pose change between each pair of
consecutive frames is obtained (Pose Decoder), as well as the depth map of the target
frame (Depth Decoder). Then, a reconstruction of the target frame is generated and
used as the supervisory signal. Proposal: adding a classifier for the camera (K Decoder)
in an adversarial manner to achieve features invariant to camera changes.

To support our research, we need a dataset containing identical sequences
recorded by different cameras. As there is currently no public dataset that meets
these characteristics, we have created a synthetic public dataset in which we can
compare the same sequence taken by different cameras, thus allowing a fair
comparison for the models.
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2 Related Work

In this section, we are going to describe the concept of self-supervised monoc-
ular depth estimation and its main restrictions. Then, we particularise on the
limitations introduced by the camera intrinsics.

2.1 Self-Supervised Monocular Depth Estimation

Self-supervised monocular depth estimation allows inference of depth at the pixel
level from images captured by a single camera, without the need of annotated
data. It employs deep Convolutional Neural Networks (CNNs) to learn the re-
lationship between input images and their corresponding depth maps. These
models are trained in a self-supervised manner, comparing each image with a
reconstruction of it as the supervisory signal.

2.2 Restrictions of Existing Methods

Restrictions for self-supervised monocular depth estimation methods can be cate-
gorized into three main areas: scale, photometric consistency, and camera model.

Scale Scale consistency in depth estimation is assumed to ensure accurate re-
sults. However, it is inherently ambiguous in monocular depth estimation as
these methods use a single image of the scene, thus posing a major challenge.
Different approaches have been proposed to address this challenge, such as mini-
mizing the difference between target and source depth (20), using inverse depth
terms (29), or aligning depth estimations with sparse depth points (31).

Photometric Consistency Self-supervised monocular depth estimation as-
sumes static scenes for image reconstruction, where all pixels move relative to
the camera’s ego-motion. This assumption simplifies the depth estimation pro-
cess but is limiting in dynamic scenes with moving objects or occlusions. Various
techniques have been proposed to address this, as using a pose-explainability
network (32), optical flow-based masking (28; 17; 12), depth difference mea-
surements for occlusion handling (10), and weak supervision based on epipolar
geometry (19).

Camera Existing methods in this task assume constant intrinsic camera param-
eters, during both training and testing. While this is usually true in controlled
environments, it often leads to a decrease in the generalization capability when
using a different camera, thus limiting the applicability.

2.3 Approaches to Address Camera Restrictions

Several methods can be applied to deal with camera restrictions, which are
mainly based on: adding camera information explicitly, continuous learning, fu-
sion of multi-view geometry and DL or mixture of datasets.
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Adding Camera Information Explicitly One approach to address camera
assumptions is by explicitly incorporating camera information into the learn-
ing process. This can be done: at the data level, by using synthetic and diverse
datasets that simulate different camera parameters and situations (23); and at
the architecture level, by making changes to neural networks to adapt the con-
volution filters and introduce attention layers based on camera calibration (6).
These modifications improve the consistency and accuracy of depth estimation.

Continuous Learning Continuous learning involves updating and adapting
the model as new data is collected to overcome the limitations of static camera
assumptions. This can be done, for example, by employing Bayesian inference
and scene-independent geometric computations (13), which incorporate both
optical flow and depth estimations. This approach enables fast adaptation to
unseen scenes, but it requires online optimization and a big hardware support.

Fusion of Multi-View Geometry and DL The fusion of multi-view geometry
and DL (24) combines the spatial structure of the scene from multiple images
with deep neural networks. By leveraging information from different viewpoints,
more accurate and consistent depth estimations can be obtained. This approach
uses traditional multi-view geometry methods to resolve camera variability issues
and achieves end-to-end learning of 3D geometry.

Mixture of Datasets The mixture of datasets strategy aims to address cam-
era assumptions by combining diverse datasets, which can be mainly done by
Multi-objective learning or through adversarial training. Multi-objective learn-
ing involves training the model using multiple datasets with variations in cap-
ture conditions, thus improving the generalization and accuracy of depth esti-
mations (16). Alternatively, adversarial training introduces a discriminator to
identify the camera source to generate robust depth estimations across differ-
ent cameras. This approach enables the system to learn invariant features and
patterns with respect to the cameras, enhancing the generalization ability to
changes in the intrinsic calibration parameters.

This paper focuses its research line on the use of adversarial training to
mitigate the dependence of self-supervised monocular depth estimation models
to changes in the intrinsic camera parameters.

3 Method

In order to have a reference of the validity of our work, we implement a baseline
algorithm. Then, we describe our proposal, that is based on the inclusion of
adversarial training to achieve feature invariance to the camera intrinsics.

3.1 Baseline Algorithm

Network Architecture The architecture of this algorithm can be seen in Fig-
ure 2. Firstly, there is an encoder which performs feature extraction. We follow
the literature (9) and use a triplet of frames to ensure consistency: It−1, It and
It+1. Subsequently, these features are used as input in two different decoders;
one estimates the depth of It, Dt, and the other one predicts the pose changes
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between both pairs (It, It−1) and (It, It+1), representing them with transfor-
mation matrices, Tt−→t−1 and Tt−→t+1 respectively, where T = [R|t], being R a
rotation matrix and t a translation vector.

The encoder used is a standard Residual Neural Network, ResNet18 (11). On
the other hand, the Depth decoder is a U-Net (18) alike network, as it receives
features at different resolution levels. Finally, the Pose decoder is a CNN that
predicts rotation and translation from 2 feature vectors concatenated.

Target frame

Nearby frames

R, t
Image Encoder

Pose Decoder

Depth Decoder

Fig. 2: Baseline Architecture. ‘Image Encoder’ performs feature extraction from a target
frame (It) and two nearby ones (It−1 and It+1). Then, from this features, ‘Pose Decoder’
predicts the relative pose change between each pair of consecutive frames, while ‘Depth
Decoder’ estimates the depth map of It.

Bilinear Warping We generate two reconstructions of the It frame, Ît, one of
them combining It−1, Tt−→t−1, the camera calibration matrix, K, and Dt, and
the other one combining It+1, Tt−→t+1, K and Dt.

This computation is done according to the following formula (32):

pa = KTt−→aDtK
−1pt, (1)

being pt the pixels of the target frame and pa the pixels of the corresponding
adjacent frame in each case. Intuitively, we first project pt in the 3D world with
K−1. However, as K projects the pixel up to a scale factor, we obtain this pixel
in the 3D world through Dt. Then, we use the transformation matrix, Tt−→a,
which contains the estimated translation vector t and rotation matrix R from It
to Ia, to transform the pixel to the position of the adjacent frame. Finally, we
use K to project it back to the camera dimension, thus obtaining pa.

Loss Computation The model computes the difference between the target
frame and both reconstructions of it as the supervision signal.

This difference is computed by combining the L1 loss (30), the structural
similarity index measure, SSIM, (25) and the smoothness loss (22). This combi-
nation is done to ensure a better result both numerically and visually (26).

It is expressed as follows:

Loss = (1− α)L1 + αLssim + βLsmooth, (2)

being α = 0.85 and β = 0.01, as suggested in the literature (9).
Then, we average both losses, the one that extracts Ît from It−1 and the one

that uses It+1 instead.
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Auto-Masking Stationary Pixels Self-supervised monocular depth estima-
tion operates under the assumption of a moving camera and a static scene. When
this assumption breaks down, performance can suffer greatly, even causing ‘holes’
of infinite depth to appear in the predicted depth maps (15). To mitigate this
problem, we use a simple auto-masking method (9) that filters out pixels which
do not change appearance from one frame to the next one. This has the effect
of letting the network ignore pixels that break photometric consistency assump-
tions, such as moving objects, occlusions, and even to ignore whole frames when
the camera stops moving.

We perform this auto-masking method through the following equation:

Lossi,j = min (pe(It, Ia−→t)
i,j , pe(It, Ia)

i,j), (3)

where pe is the projection error defined by Equation 2, Ia−→t is the recon-
struction of It from an adjacent frame Ia, and the terms i, j represent the pixel
coordinates of the image.

We compare for each pixel of It what gives us the smallest error: using its
corresponding value in a nearby frame or using its warped value. As this loss is
a tensor of the same shape of the images, i.e. provides an error for each RGB
pixel, we first compute the mean per channel and, then, global mean. Thus, a
single error value per image is obtained.

3.2 Baseline Algorithm + Adversarial training

In this section we describe our main contribution, which is based on adding
robustness to the models so that the features extracted from each frame are in-
variant to changes in the intrinsic parameters of the camera that captured it. To
do this, a K Decoder is added into the model architecture, as shown in Figure
3, to classify the camera that has recorded each of the images. The proposed
method involves training the architecture in an adversarial manner in which the
Image Encoder acts as a feature generator and competes with the K Decoder
as a discriminator, hence achieving a feature representation that remains inde-
pendent of the camera model used. Apart from that, the same warping process
is performed with respect to the basline algorithm, as well as the same loss
computation for the common part of the networks in Figure 2.

The K Decoder is designed to be small, thus encouraging changes in the
features. It consists of convolutional layers followed by LeakyReLU activation
functions (27) and a final layer that generates the classifications.

As K is included in an adversarial manner in the algorithm, there are two
different optimizers. The first one optimises the Image Encoder, Pose Decoder
and Depth Decoder, whose aim is to obtain accurate depth and pose values
while simultaneously maximizing the K Decoder loss. By doing this, the features
extracted become indistinguishable between different cameras.

This optimization process is done according to the following equation:

Lopt1 = (1− α)L1 + αLssim + βLsmooth − γLk, (4)

being α = 0.85 and β = 0.01, as suggested in the literature (9). We take
γ = 0.001 by experimental procedure, being Lk the Cross Entropy loss function.
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Fig. 3: Adversarial Training Architecture. The baseline algorithm for self-supervised
monocular depth estimation contains an image encoder, a pose decoder and a depth
decoder, as presented in Figure 2. In this architecture there is an extra decoder, K,
that is in charge of classifying the camera that recorded each frame. This decoder is
included in an adversarial manner to achieve a feature extraction process invariant to
changes in the camera parameters.

On the other hand, the second optimizer improves the prediction of the K
decoder enhancing its ability to correctly identify the camera associated with
each input image. Its objective is to optimize the network’s proficiency in camera
classification by:

Lopt2 = Lk. (5)

4 Experiments

4.1 Setup

Three models have been trained and evaluated: Base, Mult, and Multiseq-adv,
the latter being our proposal.

Base model uses the baseline algorithm explained in Section 3.1 and has been
trained with images of equal focal distance. Mult model also uses the Baseline
architecture, but it has been trained with images of three different focal dis-
tances, hence capturing more camera variability. Finally, Multiseq-adv employs
the Adversarial architecture proposed in Section 3.2 to enhance robustness to
camera parameter changes, and it has been trained using the same images as
Mult model, where three different focal distances are represented. The learning
process is described in Algorithm 1.

We have trained all three models with Adam optimizer (lr=1e-5), a batch
size of 5, min depth = 0.1 and max depth = 100, for 300 epochs. These values
have been selected according to the evaluation framework from (9).

Dataset Our method requires a dataset in which the same sequence is available
for cameras with different intrinsic parameters. However, since there is no public
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Input : Dataset images, K
Output: Improved pose and depth estimators
foreach iteration do

Randomly select It, It−1 and It+1;
Introduce Gaussian noise into the images;
Extract features from images;
if Multiseq-adv model then

Estimate the camera ID;
end
Estimate Tt−→t−1 and Tt−→t+1;
Estimate Dt and scale it;

p
(1)
t−1 = KTt−→t−1DtK

−1pt;

p
(2)
t+1 = KTt−→t+1DtK

−1pt;

Lossi,j = min (pe(It, Ia−→t)
i,j , pe(It, Ia)

i,j);
Update model parameters ;

end
Algorithm 1: Iterative Learning Algorithm.

dataset that meets these conditions, we have generated a custom public dataset
(available in (3)) that includes both RGB and depth images using CARLA sim-
ulator (4) through Unreal Engine 4 (7). It comprises 6000 synthetic training
images distributed across 3 video sequences, each captured by 5 different cam-
eras with Field Of View (FOV) values of 40, 60, 80, 100, and 120. Therefore, we
have 30000 images for the training phase.

On the other hand, there are 2 test sequences of 1200 images each, also
captured by 5 different cameras, thus obtaining a total of 12000 test images.

It is important to note that Test Set 1 is captured in a complex urban en-
vironment with significant presence of buildings and traffic elements, while Test
Set 2 takes place in a simpler rural environment, as we can see in Figure 4.
As a result, Test Set 1 can be considered more challenging due to its higher
complexity, potentially yielding higher error values compared to Test Set 2.

Fig. 4: Images from Test Set 1 and Test Set 2 as urban and rural environments respec-
tively, both belonging to the synthetic custom dataset created to enable comparisons
of the same sequence captured by different cameras.

Evaluation Metrics The metrics used to evaluate depth estimation are: Abso-
lute Relative Error, RSE, RMSE, Log Scale Invariant RMSE (5) and Accuracy
under a threshold (2).
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4.2 Analysis of the results

We validate that -1- models show a degradation of the performance when FOV
value changes, and -2- adversarial training mitigates this effect. We evaluate our
models with both test sequences of the custom created dataset in terms of depth
estimation. Moreover, we also evaluate their performance on KITTI dataset (8).

Synthetic Dataset Results Note that ‘Cam’ column in all figures and tables
represents the camera used to record the test sequence that is being evaluated.

Table 1 shows the results of the models for each camera in Test Set 1.

Table 1: Results of the three models for depth estimation over Test Set 1. (KEY: Base
model has been trained only with images taken from Cam 1; Mult model’s training
involves images from Cam 2, Cam 3 and Cam 4; Multiseq-adv model is our proposal,
as it has been trained using images from Cam 2, Cam 3 and Cam 4 and it includes
adversarial training for camera generalization).

Cam FOV Model Abs Rel↓ Sq Rel↓ RMSE↓ RMSE log↓ δ < 1.25↑ δ < 1.252↑ δ < 1.253↑
Base 0.22 3.44 10.45 0.27 0.69 0.91 0.97

1 40 Mult 0.28 5.71 12.3 0.33 0.63 0.87 0.94
Multiseq-adv 0.25 4.75 11.82 0.3 0.66 0.88 0.95

Base 0.26 3.18 10.26 0.3 0.6 0.89 0.96
2 60 Mult 0.28 5.67 11.0 0.33 0.66 0.88 0.94

Multiseq-adv 0.24 3.9 10.48 0.29 0.67 0.89 0.95

Base 0.3 3.35 10.42 0.35 0.51 0.83 0.95
3 80 Mult 0.26 3.86 9,47 0.31 0.69 0.88 0.94

Multiseq-adv 0.26 3.9 9.72 0.31 0.67 0.89 0.95

Base 0.37 3.79 10.62 0.41 0.43 0.74 0.89
4 100 Mult 0.26 2.96 8.46 0.32 0.68 0.87 0.94

Multiseq-adv 0.24 2.83 8.5 0.31 0.68 0.87 0.94

Base 0.39 3.64 11.45 0.48 0.33 0.66 0.84
5 120 Mult 0.25 2.42 8.71 0.34 0.63 0.84 0.93

Multiseq-adv 0.23 2.32 8.63 0.32 0.65 0.86 0.94

Base model exhibits superior performance in Cam 1, suggesting its advantage
in maintaining consistency between train and test images regarding intrinsic
camera parameters. However, Base error values progressively rise as the camera
changes, thus evidencing dependence on the parameters of the training camera.

In contrast, Mult model shows a better consistency in the result as the
FOV changes due to the higher variability in its training images. Nevertheless,
Multiseq-adv outperforms the other two models in most error measures, also
displaying enhanced generalization to the FOV value. In this case, error values
remain consistent across different cameras, showcasing the benefits of adversarial
training in improving the model’s robustness to unseen cameras. Furthermore,
Multiseq-adv achieves the best results on Cam 5, which is the only unknown
camera for all the models.

Alternatively, Figure 5 presents the depth predictions generated by the mod-
els for a specific RGB image captured by the lowest and highest FOV cameras.
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Cam FOV RGB Ground truth Base Mult Multiseq-adv

1 40

5 120

Fig. 5: Depth maps extracted from the predictions of the three models for a specific
RGB image of Test Set 1. Note that darker pixels correspond to closer distances while
brighter pixels are farther. (KEY: Base model has been trained only with images taken
from Cam 1; Mult model’s training involves images from Cam 2, Cam 3 and Cam 4;
Multiseq-adv model is our proposal, as it has been trained using images from Cam 2,
Cam 3 and Cam 4 and it includes adversarial training for camera generalization).

As we can observe, Base model performs well on Cam 1 but shows consid-
erable deterioration on Cam 5, resulting in blurred predictions. Alternatively,
Mult model improves upon Base on Cam 5 but still exhibits some deterioration,
specially on Cam 1. Finally, Multiseq-adv shows reduced blurring effects, out-
performing both models for Cam 5 and also Mult model on Cam 1, accurately
capturing nearby and further objects on unseen cameras.

Overall, after examining Table 1 and Figure 5, Multiseq-adv model demon-
strates the best performance in terms of depth prediction for Test Set 1.

Table 2: Results of the three models for depth estimation over Test Set 2. (KEY: Base
model has been trained only with images taken from Cam 1; Mult model’s training
involves images from Cam 2, Cam 3 and Cam 4; Multiseq-adv model is our proposal,
as it has been trained using images from Cam 2, Cam 3 and Cam 4 and it includes
adversarial training for camera generalization).

Cam FOV Model Abs Rel↓ Sq Rel↓ RMSE↓ RMSE log↓ δ < 1.25↑ δ < 1.252↑ δ < 1.253↑
Base 0.16 2.26 9.7 0.22 0.74 0.92 0.98

1 40 Mult 0.21 4.15 11.69 0.26 0.75 0.89 0.96
Multiseq-adv 0.18 3.19 10.95 0.23 0.79 0.92 0.98

Base 0.18 2.15 10.02 0.26 0.72 0.89 0.96
2 60 Mult 0.18 3.47 10.44 0.26 0.78 0.89 0.96

Multiseq-adv 0.16 2.98 9.86 0.23 0.8 0.92 0.97

Base 0.2 2.57 10.81 0.34 0.7 0.85 0.91
3 80 Mult 0.17 2.53 8.69 0.25 0.79 0.91 0.97

Multiseq-adv 0.16 2.45 8.6 0.24 0.8 0.92 0.97

Base 0.22 2.93 11.56 0.42 0.67 0.81 0.88
4 100 Mult 0.2 2.46 8.44 0.3 0.74 0.86 0.92

Multiseq-adv 0.16 2.03 8.22 0.26 0.79 0.91 0.96

Base 0.25 3.9 13.47 0.54 0.62 0.77 0.83
5 120 Mult 0.21 2.36 9.29 0.34 0.71 0.84 0.9

Multiseq-adv 0.17 2.06 9.11 0.3 0.75 0.88 0.93

Table 2 shows the error values obtained by each model in Test Set 2. In
general, there is a significant reduction in errors compared to those achieved on
Test Set 1, due to the lower complexity of this sequence.
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Similar patterns to those from the Test Set 1 results are observed: Base
performs the best on Cam 1, while Multiseq-adv outperforms the rest of the
cases, showing lower errors on both seen and unseen cameras.

Cam FOV RGB Ground truth Base Mult Multiseq-adv

1 40

5 120

Fig. 6: Depth maps extracted from the predictions of the three models for a specific
RGB image of Test Set 2. Note that darker pixels correspond to closer distances while
brighter pixels are farther. (KEY: Base model has been trained only with images taken
from Cam 1; Mult model’s training involves images from Cam 2, Cam 3 and Cam 4;
Multiseq-adv model is our proposal, as it has been trained using images from Cam 2,
Cam 3 and Cam 4 and it includes adversarial training for camera generalization).

Figure 6 displays the predictions of the models over an RGB image of Test
Set 2. Base model performs well for Cam 1 but gets deteriorated results on Cam
5. Mult model shows a slight improvement but still struggles with generalization
to unseen cameras, especially Cam 5. Finally, Multiseq-adv model provides the
best depth predictions, even though some artifacts are observed in the top of
the Cam 5 image, potentially caused by the presence of clouds.

KITTI Dataset Results We have evaluated the monocular depth estimation
capacity of the three models created using images from the KITTI dataset (8).

In this case, it should be noted that the model taken as a reference, Base, is
a model that uses the Baseline algorithm detailed in Section 3.1 and that has
been trained only with images taken by Cam 5, i.e. with FOV = 120.

This change in the training design for Base model is due to the fact that the
KITTI dataset images have a focal length very close to 40, which is the one used
by Cam 1 in the synthetic dataset, so using a model trained only with images
from this camera would not be representative for this study.

Table 3: Results of the three models for depth estimation over KITTI evaluation
dataset. (KEY: Base model has been trained only with images taken from Cam 5;
Mult model’s training involves images from Cam 2, Cam 3 and Cam 4; Multiseq-adv
model is our proposal, as it has been trained using images from Cam 2, Cam 3 and
Cam 4 and it includes adversarial training for camera generalization).

Model Abs Rel↓ Sq Rel↓ RMSE↓ RMSE log↓ δ < 1.25↑ δ < 1.252↑ δ < 1.253↑
Base 0.579 8.338 11.039 0.641 0.235 0.474 0.678

Mult 0.442 4.525 9.500 0.555 0.273 0.541 0.749

Multiseq-adv 0.414 4.200 9.373 0.516 0.283 0.575 0.799

As we can see in Table 3, the model that has been trained with images from a
single camera, Base, gets significantly the worst results. On the other hand, Mult
model improves considerably the error values, suggesting a higher generalisation
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capacity as it has been trained with three different cameras. Finally, Multiseq-
adv model provides the best results, demonstrating the potential benefits of the
use of adversarial training to mitigate the dependence of these models on the
camera used during training.

On the other hand, Figure 7 shows the visual predictions of the three models
for an image of the KITTI evaluation set. As we can see, the depth map obtained
with Base model is quite noisy, as we cannot intuit the structures present in the
image. Mult model improves these results detecting parts of the car that is in
front of the camera, although it still does not provide a good view of the depth
information. Finally, Multiseq-adv model allows us to intuit the correct depth
along the road, as well as the car and other structures in the frame.

Although Multiseq-adv model achieves the best predictions both numerically
and visually, these is also a domain shift between the synthetic training images
and the real evaluation ones. Nevertheless, it is demonstrated in this study that
the inclusion of adversarial training is a potential improvement for the general-
isation of models to unseen cameras in this task.

RGB Base Mult Multiseq-adv

Fig. 7: Depth maps extracted from the predictions of the three models for a specific
RGB image of KITTI Dataset. Note that the colors in the predictions of the models
have been inverted for a better visualization i.e. closer pixels are whiter while further
pixels are darker. (KEY: Base model has been trained only with images taken from Cam
5; Mult model’s training involves images from Cam 2, Cam 3 and Cam 4; Multiseq-adv
model is our proposal, as it has been trained using images from Cam 2, Cam 3 and
Cam 4 and it includes adversarial training for camera generalization).

5 Conclusion/Discussion
In this work, the challenge of mitigating camera dependence on self-supervised
monocular depth estimation models has been addressed. For this purpose, a
synthetic public dataset has been created that allows a fair analysis of the effect
that changes on the intrinsic camera parameters have on the models, which has
been crucial for the development and evaluation of the project.

It has been observed evidence of degradation in the results when changing
intrinsic camera parameters on models that are trained solely on one camera,
highlighting the importance of achieving robustness of the models to these vari-
ations. Furthermore, the results obtained suggest improved performance when
incorporating adversarial training into the model architecture.

In future work, we would like to evaluate the errors associated to the ex-
tracted pose values both on the created synthetic dataset and on real images.
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